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Abstract. In the recent years, systems devoted to access remote laboratories through
a networking infrastructure have been actively studied, and a number of specific
software platforms, able to manage the instrumentation, have been proposed and
implemented. Nevertheless, the problems involved in controlling remote devices on
board satellite laboratories or in accessing remote equipment via satellite links are
still not sufficiently investigated.

The paper briefly introduces the architecture developed within the Labnet project,
especially as concerns its core software component, whose aim is providing unified
access to heterogeneous equipment for a multiplicity of users.

Since the use of an earth-to-space link can possible affect the overall performance
of systems based on a TCP-IP suite, a number of tests has been carried out, in order
to evaluate the effectiveness and robustness of the proposed solution. Furthermore,
the results regarding the performance of the Labnet platform are discussed and
compared with those achieved by exploiting the facilities offered by a commercial
and very popular software package.

1 Introduction

The recent years have seen an increasing use of satellite networks, especially those
based on geo-stationary spacecrafts, owing to the offer of low cost terminals, and to
new bandwidth availability in Ka band. The commercial exploitation of the Ka satel-
lite band fostered the development of new packet-based multimedia applications, and
the porting of a number of functionalities, initially devised for terrestrial networks.
Through the last five years, the Italian National Consortium for Telecommunications
(CNIT) has undertaken several projects, aimed at deploying a satellite network [1], as
well as at providing a platform for remote laboratory management [2, 3] and at per-
forming distance learning activities in higher education [4]. Still on the satellite side,
CNIT has been actively involved in SatNEx, a European Network of Excellence
(NoE) in satellite communications [5, 6], where research integration, training and dis-
semination activities are carried out, involving, among other tools, the use of satellite
platforms. Recently, the new NoE SatNEx II has been launched, a follow-up of the
previous one, which will also include experimental activities over satellite networks.
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Although distance learning and training can fruitfully exploit services of a remote
measurement platform, the possibility of remotely driving experiments represents
an issue of great interest and relevance for many sectors, ranging from medicine
and biology to mechanics and telecommunications. For instance, one can imagine a
biological analysis test bench on-board a space laboratory, or a set of bio-medical
devices mounted on mobile first aid and rescue units, to be used in case of earth-
quakes and hydro-geological disasters. In these scenarios, tele-measurement plat-
forms can provide researchers on the earth a means to directly investigate
phenomena in the absence of gravity, and medical staff a sophisticated infrastruc-
ture to carry out diagnoses, as well as environmental biotic and chemical analysis.
The former case obviously requires an earth-to-space communication link, while in
the latter a satellite link often represents the only available and reliable channel to
connect the mobile units to an operative center.

Programmable equipment, remotely controllable devices, and fast/efficient inter-
faces constitute only the basis of a remote measurement platform. In general, one
has to deal with issues concerning the possible heterogeneity of the application envi-
ronments and of the instruments, the resource sharing, the efficient storage and
transmission of data captured and of controls, needed for properly setting all the 
elements included in a remote laboratory. Hence, the software portion of such a plat-
form plays a very important and critical role, as it must provide data and service
abstraction so that end users can effectively receive data collected by the instruments,
and send commands and possibly other data to them, thus preserving the realistic
aspects of the experiment. In the literature, several architectures have been proposed
to remotely control and manage measurement instrumentation [7–12].

As concerns commercial products, the Labview® suite by National Instruments
represents one of the most widely employed software packages to remotely pilot
instrumentation. In spite of its simplicity of use, no source code is available, and
some strategies and communication protocols are partially unknown, limiting the
implementation of new functionalities, the software portability and scalability.

Although a wide variety of architectures were proposed, few appear to be oriented
to remote measurements for a distance learning experimental environment [13–15]
and, for the most part, no support (e.g., multicast) is provided for an efficient and
simultaneous dissemination of the measured data to a potentially large group of
users. Furthermore, the application scenarios commonly involve the use of local
area networks or terrestrial communication channels. The aspects concerning the
exploitation of satellite links for accessing remote laboratories and measurement
equipment are not sufficiently well focused and considered. The present paper
addresses these problems and provides some experimental investigation.

The paper is organized as follows. Section 2 describes an ad-hoc designed software
platform, which was originally developed within the LABNET project [3]. In the
third Section, a number of tests, aimed at evaluating the performance of the system,
are shown and the related results are discussed. The goal is to highlight the effects of
a satellite link on the performance. Furthermore, a comparison between the behav-
iour of the proposed platform and a commercial one is presented, in order to prove
the effectiveness of the solution devised. Finally, in the last Section, the conclusions
are drawn.
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2 LABNET Server Architecture

An efficient tele-laboratory system requires a Supervising Central Unit (SCU),
whose task is to control and monitor the instrumentation involved in any experi-
ment. The SCU decouples the user(s) (and the user software tools) from any issue
related to the commands/controls and the communication protocols specific of
each equipment. In other words, the SCU plays the role of an “interface” between
the inner laboratory space (i.e., “the domain” of the real instruments and of their
specific rules and protocols) and the outer laboratory space (i.e., the user space, the
“domain” of abstracted instruments and standardized protocols).

Within the LABNET project, an ad-hoc SCU, called LabNet-Server (LNS),
was proposed and its development started. Through the last four years, the Labnet
Tele-Laboratory Architecture has been continuously evolving, and a number of ver-
sions of the LNS were released, in order to better meet the new requirements of the
laboratory system. The current LNS is able to address several crucial concerns, such
as: i) the intrinsic heterogeneity of the application environments and of the instru-
ments, ii) the software portability and scalability, iii) the level of flexibility, and
iv) the capability of efficiently exploiting IP-based satellite channels, as well as of
multicasting the data gathered from the instrumentation for an efficient use of
the transmission resources. All these aspects, although quite relevant, are not suffi-
ciently well focused, and often neglected, in some products available on the market.
Figure 1 illustrates the LNS architecture and shows its main components.

Owing to the LNS, the facilities of the remote laboratory can be exploited by
means of any common Internet browser, which communicates with the LNS. The
latter maintains a real-time database, which grants access to data gathered from the

Fig. 1. Overall software architecture of the LABNET server.
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instrumentation. In order to access the laboratory, a user must contact the Labnet
Web-site and choose an experiment. In turn, the Web server uploads the client with
a proper archive of Java applets and the LNS starts an experiment session, setting-
up any kind of actions required for the correct execution of all the measurements.

The Java applets carry out the actual communication between the LNS and
the user stations. Data exchanged can be roughly divided into two groups: the first
one consists of commands toward the server, and then to the instrumentation on the
field; the second one is related to data gathered by the LNS from the instruments
and addressed to the clients. In order to assure a good level of interaction, the LNS
can adopt the most suitable data coding, QoS strategy and, if needed, it can enable
multicast transmission to save bandwidth. In this manner, the LNS hides the lan-
guages/environments specific to the laboratory test bench from the final user. It is
just a task of the LNS to communicate with the proper experiment manager that
actually operates the data exchange, by exploiting the services offered by the
Instrument Abstraction Server (IAS). The IAS eventually communicates with and
controls the physical devices through a set of drivers.

Finally, a set of ancillary modules completes the LNS in order to i) grant access
only to registered users, who possess the proper access rights; ii) schedule the
resources among competing users.

3 Performance Evaluation

A significant number of tests has been performed on the LNS with a number of
clients, connected via a real satellite link. The tests were aimed at i) evaluating
the efficiency of the LNS in terms of the possible delay and jitter of data packets
observed at the receiver end, and ii) comparing the effectiveness of the proposed
software platform with the “Data Socket Server (DSS)”, a component of the
Labview® package. The DSS, similarly to the LNS, stores and publishes data gath-
ered from instrumentation for any possible use of the client stations. The choice of
the DSS is motivated by the fact that Labview is a well-known package, very popu-
lar in the fields of tele-measurements and instrumentation remote control.

The experimental set-up, involving the satellite link, is depicted in Fig. 2.

LNS/DSS

VG

User Stations

Fig. 2. The experimental set-up.
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The “variable generator” (VG) plays the role of an experiment manager: It (quasi-)
synchronously produces a set of data packets, conveying a group of 60 variables
(52 of them scalars of 4 bytes each, 8 one-dimensional arrays of 1024 bytes each).
When the LNS is in use, the VG periodically generates a single packet, containing all
the variables. Upon receiving the packet, the LNS decodes it, updates the values of
the referenced variables in its repository, and, finally, for each variable, it generates
as many data packets as the number of client stations connected (we have chosen not
to adopt the multicast option in the LNS for fairness of comparison). Therefore, if
v is the number of variables, and the client stations are c, the LNS periodically sends
v*c data packets on the satellite link. In the set-up centred on the DSS, the VG peri-
odically updates 60 variables (of the same type and size as in the previous case) in
the repository maintained by the DSS. The latter, in turn, notifies the clients the new
values of the 60 variables. As the internal working mechanisms of the DSS are
undocumented, the number and the role of packets involved in the overall process is
not well known.

Since the total net payload (consisting of variables generated at the VG) is the
same in both cases, the possible differences in performance can be attributed to the
different protocols, data storing, retrieving, and forwarding strategies adopted by
the LNS and the DSS. For all our tests, we employed a real satellite link (DVB-RCS
like) in Ka band, exploiting the Skyplex processor onboard Hot Bird 6. Although
the gross bandwidth amounts to 2 Mbit/s, the net capacity measured at the IP layer
never exceeds 1.2 Mbit/s, owing to various overheads. The modems/routers at the
earth stations are produced by Viasat, which seems to adopt a FIFO queue at the IP
layer, and the number of user stations participating in all the tests is three.

In the set-up centred on the LNS, the operating system was Linux (kernel v.
2.6.11); in the one involving the DSS, Windows XP Pro sp2 was used. All the PCs
employed were Fujitsu-Siemens Scenic P300 VKM266, and the switch was a CISCO
Catalyst 2900xl.

Specifically, for each experimental set-up described above, the VG quasi-synchro-
nously produces, every D seconds, a set of 60 variables, as already specified. Hence,
the total net payload amounts to 8400 bytes. The “variable generation time” D (i.e.,
the time interval between the generation of two consecutive sets of variables) was set
in different experiments at 1000, 500, 350, and 300 ms, respectively. Although the
dispatching and publishing mechanisms of the DSS are not well known, the per-
formances of the LNS and DSS can be jointly evaluated by considering the jitter
of the “variable” transit time, viz the time a variable waits to be notified to a client
station since its generation at the VG.

Let us consider a generic variable within the set periodically produced by the VG.
Since the latter is implemented as a task in the user space, the generation time of
the variable is itself affected by a certain level of jitter, owing to the intrinsic, non-
real-time nature of the operating system. Therefore, the generic instant tk when the
k-th variable is produced can be written as

tk = kD + εtx (1)

where D is the (theoretic) “variable” time, and εtx is a random variable expressing the
uncertainty about tk. The algorithm used by the VG assures that tk has zero mean.

The user station receives the k-th variable at the instant Tk given by
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Tk = tk + o + ε = kD + εtx + o + ε (2)

where o is a fixed time offset due to the physical transmission (about 560 ms at our
latitudes), and ε is a random variable, expressing the uncertainty related to the time
spent in i) the queuing process at the VG, ii) the LNS / DSS to perform their tasks
(packet decoding, data archiving, dispatching, . . .), iii) the modem/router queues,
iv) the switch processor on-board the satellite, and v) the de-queuing/de-assembling
process at the receiver end. It should be remarked that, in the case of the LNS, the
first and last mentioned processes are quite tiny (the LNS protocol is based on
UDP); thus, ε is essentially due to all the remaining contributions. On the contrary,
when the DSS is in use, it is impossible to determine the different time contributions
of ε. In both cases, ε represents the total uncertainty due to all the active processes
involved in advertising that a variable has changed.

The notification instant of the (k+1)-th variable, Tk+1, is given by

Tk+1 = (k + 1)D + ε′tx + o + ε′ (3)

Then, the time interval between the arrivals of two consecutive variables is

∆T = D + αtx + β (4)

where αtx = ε′tx− εtx is a zero mean random variable, whose variance 2va is twice that
of εtx, and β = ε′ − ε.

As αtx and β are independent and αtx has zero mean, then

E[b 2] = E[(∆T − D)2] − E[a2
tx ] = E[(∆T − D)2] − 2va (5)

Since
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where 2vf is the variance of ε.
Combining Eq. (5) with Eq. (7) gives

[( ) ]E T D2
2
1 2 2= - -v vDf a$ . (8)

Hence, in a laboratory platform managed by the LNS or DSS, the RMS of the time
needed to advertise a user station that a variable at the VG has changed can be esti-
mated by

( ) [( ) ]RMS E T D
2
1 2 2= = - -f v vDf a` j (9)

In practice, by evaluating the variance of the “variable” time computed over all the
user stations, viz E[(∆T − D)2], and by computing the variance of the “variable” time
at the VG, viz 2va, it is possible to estimate the standard deviation of ε, that is the root
mean square of the time the variable needs, “passing-through” the LNS or the DSS,
to be notified, via a satellite link, to a user station. Finally, the overall variance of the
time a general variable needs to reach a user station since its generation at the VG is
computed by averaging the RMS (e) over all the variables involved in the experiment.
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Besides the experimental set-up previously mentioned (see Fig. 2), other two quite
similar set-ups have been exploited, in order to carry out altogether three groups of
tests, for both the LNS and the DSS. The first group is centred on the set-up
sketched in Fig. 2 and includes the actual satellite link. In the second group of tests,
the client stations are connected to the LNS (or DSS) via a terrestrial link, whose
bandwidth (1.2 Mbit/s) amounts to the average bandwidth available on the satellite
link. In this case, the experimental set-up includes two CISCO routers, back-to-back
connected by means of two synchronous serial ports. In order to operate under con-
ditions as similar as possible to those of the previous case, the queues of the router
interfaces were set to FIFO. Eventually, in the last group of tests, the client stations
are directly connected to the LNS (or DSS) by means a high speed (100 Mbit/s)
LAN: no routers and satellite links are employed. In this manner, as the latencies
owing to the communication channels can be neglected, we simply evaluate the jit-
ter of the transit time inserted by the LNS (or DSS). In other words, ε used in equa-
tion (2), here represents a random variable, expressing the uncertainty related to the
time spent by the LNS (or DSS) to perform their tasks.

The results achieved by the tests are summarized in Tables 1 and 2. The former
shows data related to the LNS; the latter reports data obtained with the DSS.
The columns labelled RMS refer to the Root Mean Square of the delay jitter
(i.e., the difference between the expected and the actual variable transit time, viz the
time a variable needs to reach a client since its arrival to the LNS). For every test,
the values have been calculated by averaging the RMS of the delay jitter over all the
variables involved in the experiment and, for each variable, over 10 repeated sets
of 1000 transmissions.

Table 1. Estimated packet loss and RMS of data packet transit time vs packet time (i.e., the
time interval between two successive packet departures at the VG) for a LAN, a terrestrial and
satellite link, respectively, when the LNS is used to access the laboratory.

LAN Terrestrial Satellite

Variable Time [ms] Loss [%] RMS [µs] Loss [%] RMS [µs] Loss [%] RMS [µs]

1000 0 70 ± 2 0 139 ± 71 0 16615 ± 70
500 0 72 ±3 0 170 ± 78 0 15980 ±240
350 0 75 ± 4 0 258 ± 90 0 11030 ± 530
300 0 71 ± 5 1.6 14141 ± 78 2.3 9120 ± 212

Table 2. Estimated packet loss and RMS of data packet transit time vs packet time (i.e., the
time interval between two successive packet departures at the VG) for a LAN, a terrestrial and
satellite link, respectively, when the DSS is used to access the laboratory.

LAN Terrestrial Satellite

Variable Time [ms] Loss [%] RMS [µs] Loss [%] RMS [µs] Loss [%] RMS [µs]

1000 0 16750 0.2 103000 60 –
500 0 14500 25 189000 82 –
350 1.3 24500 60 – 96 –
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The Tables report the results organized according to the group of tests the data
belong to. Specifically, the group named “Satellite” refers to the tests involving the
actual satellite link; the group named “Terrestrial” refers to the second group of tests
above described, which permit to investigate the behaviour of the LNS (or DSS)
when a terrestrial link (1,2 Mbit/s) is in use; finally, the group named “LAN” is
related to tests performed on a high speed LAN. Some comments regarding the
Tables are in order. As regards Table 1, the number of repetitions assures that the
range specified for each value is characterized by a confidence level of 99%.
The RMS values reported in Table 2 have a tolerance of 20% with a confidence level
of 95%. Furthermore, whenever the variable losses exceeded 30%, we have preferred
to omit the corresponding RMS for two reasons: i) owing to the significant variable
losses, there are too few data in order to compute a stable and reliable RMS value;
ii) such high values of loss are often associated to instabilities in the processes 
controlling the DSS: indeed, the DSS crashed during several tests.

The results highlight that the LNS performance is almost the same in the case of
LAN and a terrestrial link, while a satellite link yields higher RMS values. Although
the RMS values in this latter case are significantly higher than those measured in the
other cases, the RMS values never exceed 3% of the variable time. Moreover, no loss
is present for variable times of 1000, 500, 350 ms. The losses at 300 ms, both in the
case of terrestrial and satellite link, are due to the queue length, inadequate to com-
pletely allocate room for the data bursts associated to the transmission of packets
from the LNS.

On the contrary, the performance of the DSS, especially as concerns the packet
loss, dramatically decreases when a satellite link is in use. Comparing the columns of
Table 2 related to the terrestrial and satellite links, highlights how the propagation
delay, inherent to the satellite link, strongly affects the overall performance of a tele-
measurement platform centred on the DSS. Furthermore, the DSS appears unable
to manage bursts of variables, whose inter-arrival times are less than 350 ms.

There are a number of reasons for the different behaviour of the LNS and the
DSS, and it is not simple to motivate them. The DSS uses TCP as a transport pro-
tocol, whose performance may be negatively affected by the presence of a large
bandwidth-delay product, whereas the LNS relies on UDP. Moreover, the mecha-
nism of bandwidth allocation, which controls all the satellite modems/routers, seems
to further reduce the efficiency of TCP. It is quite difficult to motivate the behaviour
of the DSS in the absence of information regarding its internal structure. Therefore,
the DSS appears more suitable to manage asynchronous controls and data within
networks characterized by high bit-rates.

4 Conclusions

The paper has presented a possible extension of the tele-laboratory system designed
within the Labnet and related projects. Specifically, the attention has been addressed
to evaluate how an earth-to-space link can affect the overall efficiency of the super-
vising central unit, the software component that plays an important role in the entire
system. To this aim, a number of tests have been carried out, whose results prove
the effectiveness of the proposed solution. Furthermore, a comparison with a very
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popular commercial software package has highlighted that the devised platform
appears more suitable to be exploited in all those contexts that include communica-
tion channels characterized by high delay-bandwidth products. Further work is in
order to investigate whether some performance improvements might be achieved, by
implementing the software within a multi-thread environment.
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